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Abstract—Smart home IoT devices have been widely deployed
and connected to many home networks for various applications
such as intelligent home automation, connected healthcare, and
security surveillance. The network traffic traces generated by
IoT devices have enabled recent research advances in smart
home network measurement. However, due to the cloud-based
communication model of smart home IoT devices and the lack
of traffic data collected at the cloud end, little effort has been
devoted to extracting the spatial information of IoT device events
to determine where a device event is triggered. In this paper, we
examine why extracting IoT device events’ spatial information
is challenging by analyzing the communication model of the
smart home IoT system. We propose a system named IoTDuet
for determining whether a device event is triggered locally or
remotely by utilizing the fact that the controlling devices such
as smartphones and tablets always communicate with cloud
servers with relatively stable domain name information when
issuing commands from the home network. We further show the
importance of extracting spatial information of IoT device events
by exploring its applications in smart home safety monitoring.

I. INTRODUCTION

With the rapid development and widespread deployment of
IoT devices in smart homes, many innovative applications
such as home automation, connected healthcare, and security
surveillance have been brought to end users. However, poorly
protected and inadequately managed IoT devices are highly
susceptible to cyber attacks [2, 3, 9, 16, 27, 28, 30, 39? ]. The
pervasive IoT devices can be turned into bots for launching
distributed denial-of-service (DDoS) attacks [3, 11, 16] or can
be compromised for projecting cyber security hazards and
physical risks, e.g., unlocking the front door of a smart home
via a hacked smart lock [10, 12, 27, 28, 30].

To understand and secure the smart home ecosystem, a
lot of work has been proposed for monitoring and analyzing
the home network traffic to profile and characterize IoT
devices [13, 15, 19, 20, 26, 29, 33]. Some recent papers further
explore inferring which IoT device events happen in the smart
home based on the home network traffic [1, 32, 34]. Different
anomaly detection systems have been proposed [14, 22, 24, 36]
for detecting and classifying attacking traffic during the re-
connaissance and exploitation phase via machine learning
techniques. Some anomaly detection systems at device event
level have also been proposed based on the strong assumption
that all IoT devices’ event logs and the domain knowledge of
the physical environments are available [5, 7, 8, 10]. However,
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these existing research efforts have not studied the problem
of determining the spatial locations of the controlling devices
that trigger IoT device events by analyzing the home network
traffic. Such information can be crucial in understanding the
behaviors of IoT devices and detecting malicious IoT device
events and smart home user activities, especially in cases
where IoT devices have been compromised by attackers.

In this paper, we study the problem of extracting spatial
information of IoT device events by first discussing the obsta-
cles and challenges. We then propose IoTDuet for determining
whether a device event is triggered locally or remotely. IoT-
Duet makes efforts in extracting spatial information of IoT de-
vice events by collecting and analyzing only the home network
traffic, while the outputs of IoTDuet are still informative and
crucial for understanding IoT devices’ behaviors and detecting
safety risks in smart homes.

IoTDuet is designed based on our observations that both the
IoT devices and the controlling devices communicate with the
cloud servers at almost the same time when a device event
is triggered. The IoT devices leave unique and static packet-
level traces for each device event as found by [1, 32, 34]. We
observe that the controlling devices also leave traces when
triggering IoT device events. Specifically, we notice that a
controlling device always communicates with the remote cloud
server whose domain name or part of the domain name is rel-
atively static and unique when triggering device events. Based
on the above findings, IoTDuet examines all of the network
traffic generated by or received from all networked devices in
the smart home for detecting IoT device event signatures as
well as the controlling commands sent by controlling devices
to extract spatial information of each device event.

We then utilize the extracted spatial information for ap-
plications in home safety monitoring. We first demonstrate
that we can detect abnormal device events triggered remotely
while the controlling devices are still connected to the home
network. We then show that the spatial information of each IoT
device event can help us comprehensively monitor all possible
home entrance activities and identify potential anomalies. The
extensive evaluation results based on a real-world dataset
collected at a smart home testbed confirm that IoTDuet can
accurately extract the spatial information and we can achieve
effective home safety monitoring with such knowledge.

This paper’s main contributions are summarized as follows:
• We design IoTDuet to extract the spatial information

about whether a smart home IoT device event is triggered
locally or remotely by exploiting the fact that a control-
ling device will communicate with the cloud server whose
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Fig. 1. The overall architecture of our proposed system.

domain name or part of the domain name is relatively
static and unique when triggering a device event.

• We propose simple yet effective algorithms for home
safety monitoring applications including abnormal device
event detection and home entrance monitoring using the
extracted spatial information.

• We implement our system on a real-world smart home
testbed with 17 different IoT devices and then compre-
hensively evaluate our proposed system.

The remainder of this paper is organized as follows. Section II
discusses the motivation and the architecture. Section III
discusses the communication model of the smart home system
and pinpoints the challenges in spatial information extraction.
Section IV presents the design of IoTDuet in detail. Section V
presents our efforts in applying the extracted spatial informa-
tion of IoT device events for home safety monitoring applica-
tions. Section VI presents the evaluation results. Section VII
discusses related work and Section VIII concludes this paper.

II. MOTIVATION AND SYSTEM ARCHITECTURE

In this section, we first discuss the motivation of our paper and
then present the overall architecture of our proposed system.

A. Motivation

Our motivation comes from real-world attacking scenarios
where smart home IoT devices are compromised for executing
malicious device events triggered by attackers [18, 21, 30].
However, these attacks could reveal that the controlling devices
triggering the events are in abnormal or suspicious places.
Thus, extracting the spatial information of each IoT device
event is crucial to better understand the behaviors of smart
home IoT devices and users as well as to secure smart homes.

B. System Architecture

Fig. 1 presents the overall architecture of our system which
detects whether a device event is triggered locally or remotely.
Our system consists of five major components, which are
(i) home network traffic collection, (ii) IoT device event
extraction, (iii) controlling device’s command and data traffic
identification, (iv) traffic analysis of device event and control-
ling device, and (v) home safety monitoring.

The first component of our system is in charge of collecting
all incoming and outgoing network traffic of the smart home
at the home router. The second component is implemented
by adopting state-of-the-art solutions [32, 34] for accurately

inferring the device event logs from the collected smart home
network traffic. The third component focuses on identifying
the command and data transfer traffic of the controlling devices
in the home network and building profiles of the domain name
information of the cloud servers that the controlling devices
send commands and data to. The fourth component combines
information captured by the second and third components
to determine whether a device event is triggered locally or
remotely. The last component leverages the extracted spatial
information of IoT device events for critical home safety
monitoring applications. We focus on detecting abnormal
device events and comprehensively monitor all possible home
entrance activities, which are closely related to the cyber and
physical security of smart homes.

III. COMMUNICATION MODEL OF THE SMART HOME IOT
SYSTEM AND CHALLENGES IN DEVICE EVENT SPATIAL

INFORMATION EXTRACTION

In this section, we first discuss the communication model of
most smart home IoT systems. We then explain the difficulties
of extracting the spatial information of IoT device events.

A. Smart Home IoT System Communication Model

As illustrated in Fig.2, a smart home IoT device either directly
connects to a home router via WiFi or Ethernet, or indirectly
through a hub device via low-energy wireless protocols such
as Bluetooth, Zigbee, or Z-Wave for Internet access. To control
a smart home IoT device such as turning a smart bulb on, a
controlling device (with companion apps installed) needs to
connect to the Internet through WiFi or cellular network and
then authenticate itself with the cloud services. After connec-
tions with the cloud servers are established, the controlling
devices can send commands to the servers where the integrity
and validity of the commands will be verified. The command
messages will be routed inside the AS (autonomous system)
of the cloud service providers and then forwarded to the IoT
devices through the home router. Upon receiving commands
from the cloud servers, the IoT devices will validate them and
then take the corresponding actions.

When the controlling devices are physically close to IoT
devices, they can directly communicate with the IoT devices
and send commands using Bluetooth if supported. In fact, we
found that August Smart lock’s mobile companion app always
prefers using the Bluetooth protocol when the controlling
device is within the communication range of the lock even if
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Fig. 2. Communication model of the smart home IoT system. IoT devices are
connected to the home router for communicating with the cloud servers via
the Internet. The controlling devices send commands to IoT devices indirectly
via the cloud servers.

WiFi or cellular network is available. We also found that some
IoT devices such as Reolink cameras, directly communicate
with the controlling devices connected to the same home
network to exchange commands and data.

B. Challenges of Device Events’ Spatial Information Extrac-
tion

As we can observe from the communication model of smart
home IoT devices, IoT devices and controlling devices do
not directly communicate with each other for sending and
receiving commands, data, and status update information in
most cases. In particular, the vendors’ cloud servers act as
a proxy between IoT devices and controlling devices for
forwarding messages. From the smart home users’ perspective,
capturing the network traffic sent and received by the IoT
devices at the home router is practical for most off-the-shelf
home routers with little modifications. However, by analyzing
the network traffic collected at the home router we can only
observe network packets sending to or receiving from the
cloud servers. Thus, no information about the controlling
devices’ IP addresses can be observed by just analyzing the
home network traffic.

We thus turn our attention to exploring the IP addresses of
the cloud servers to check whether they can help us determine
the location of the controlling devices. We examine the DNS
traffic of all IoT devices deployed in our smart home testbed
and notice that when IoT devices send DNS queries to get the
cloud servers’ IP addresses, the DNS resolution policies will
pick the host that is close to the IoT devices geographically.
The traffic will be routed inside the cloud service provider’s
AS to the host that is close to the controlling device to
minimize the network latency. On the other hand, such policy
also prevents us from inferring the location of the controlling
device by examining the location of the cloud servers the IoT
devices communicate with.

On the cloud servers’ side, they can learn the IP addresses
of both the controlling devices and the IoT devices but such
information cannot be directly accessed by smart home users.
The lack of network traffic captured at the cloud servers side
prevents us from directly knowing the IP addresses of the
controlling devices which carry important spatial information.

The inter-packet time intervals of packets sent between

the IoT devices and the cloud servers captured at the home
router were also considered for inferring the locations of
the controlling devices. It can reveal whether the controlling
devices are far away from the IoT devices if network latency
instead of computation latency at the cloud server dominates
the inter-packet time intervals. In fact, we notice that for some
devices such as August Lock, sending out commands using a
controlling device located on a different continent from where
the IoT device is deployed will result in noticeably larger
intervals compared to the case where the controlling device
is in the same city as the IoT device. However, we can only
tell whether the controlling device is significantly far away by
analyzing the intervals without knowing the exact geographical
location. The variations in network conditions also prevent us
from quantifying how far the controlling device is from the
IoT device. This strategy also does not apply to all IoT devices
because inter-packet intervals of some devices are dominated
by the computation latency of the cloud server.

IV. IOTDUET DESIGN

In this section, we present the design of IoTDuet in detail.

A. Home Network Traffic Collection

The first component of IoTDuet is in charge of collecting smart
home network traffic at the home router. We first flash the
Linux-based OpenWRT operating system to an off-the-shelf
home router. Then we collect all raw incoming and outgoing
traffic of all devices connected to the home router using
software such as tcpdump or tshark. The network traffic of
different devices can be grouped by filtering with IP addresses
and MAC addresses. Specifically, we identify the network
traffic generated by different IoT devices using the hostname
field in the header of DHCP response packets, which contain
string values that can be mapped to the names of the device
vendors, device names, and device models.

B. Device Event Inference from Home Network Traffic

Existing studies have revealed that different IoT device events
always generate unique network traffic traces which can be
modeled as device event signatures [1, 26, 32, 34]. After
extracting device event signatures via controlled experiments,
they can be used for inferring device events by matching
them in home network traffic [32, 34]. IoTDuet adopts one
of the state-of-the-art solutions [32, 34] for generating the
traffic signature of each IoT device event with inter-packet
interval information, and extracting IoT device events from
network traffic collected by the home routers using time-
sensitive subsequence matching. We label the timestamp of
each extracted device event using the timestamp of the first
packet that is matched to it.

C. Identifying Controller’s Command and Data Transfer
Traces from Home Network Traffic

We start with an example of an unlocking command packed in
JSON format sent from an iPhone controller with the Schlage
Home mobile app to the cloud server whose domain name



is ‘api.branch.io’ to open the Schlage smart lock. From the
key-value pairs in the JSON object illustrated in Fig. 3, we
notice that there are many values that could change in different
settings for keys such as ‘device carrier’, ‘connection type’,
‘latest update time’, and ‘app version’. Thus the payload
contents and the packet lengths could vary when sent from
different types of controlling devices in different network
conditions at different times which makes the packet-level
signature hard to be extracted from the controller’s command
messages, unlike the device event traces of the IoT devices.

1 "device_carrier" : "Verizon",
2 "connection_type" : "wifi",
3 "latest_update_time" : 1641964009951,
4 "app_version" : "4.4.0",

Fig. 3. Examples of the keys in the JSON object corresponding to the
unlocking command sent from an iPhone controller to the cloud server with
the domain name ‘api.branch.io’ to unlock the Schlage smart lock. The keys
‘device carrier’, ‘connection type’, ‘latest update time’, and ‘app version‘
can change if the command is sent from a different controller device in
different network conditions at different times.

However, we notice that the domain name of the re-
mote server that the controller communicates with is always
‘api.branch.io’ even if we use different controlling devices
such as an Android phone or a tablet. Thus, we use the domain
name or part of the domain name of the remote host that
command messages and data are sent to as the signature of
the controller’s command transfer. As the example in Fig. 4
illustrates, if a controlling device inside the home network
initiates Arlo Q camera’s stream on event, we would observe
the network traffic of both the packet-level signature [32, 34]
of Arlo Q camera’s stream on event and controlling device’s
command message which is sent to ‘myapi.Arlo.com’ at the
home router. However, when a controlling device outside the
home network initiates the same device event, we can only
observe the packet-level signature of Arlo Q camera’s stream
on device event at the home router. Such differences in the
network traffic data collected by the home router can help
differentiate whether an IoT device event is triggered by the
controlling device connected to the home network or not.

Cloud Service

Outside ControllerInside Controller

Alro Q Camera

Home Router

Send commands to myapi.arlo.com

Fig. 4. An example of the network traffic collected at the home router in
the scenarios of a controller inside the home network initiating a stream on
event and a controller outside the home network initiating a stream on event
of the Arlo Q camera.

To correctly extract the domain name information, we
installed a MITM (Man-in-the-Middle) root certificate on the
controlling devices and applied the MITM proxy for collecting
and decrypting the network traffic generated by the controlling
device. We then repeat each device event for at least 5 times

at different times of the day for each kind of controlling
device such as smartphone, tablet, and browser. After verifying
that the domain name is consistent over different runs and
different controlling platforms, we set it as the signature of
the controlling command.

Some device events such as streaming have different kinds
of network traffic traces on the controlling devices side be-
cause a large number of video stream packets instead of simple
reply packets are sent to the controlling devices from the cloud.
We observe that for some of the camera and doorbell devices in
our testbed, video streams could be sent from the cloud server
with the same domain name as the cloud server that the IoT
device communicates with for uploading the videos. So, we
can apply the same strategy used for command messages to
extract the domain name information of the controller’s data
transfer traffic.

After building signatures of the controllers’ command and
data transfer messages, we can easily look up the packets sent
to servers with these domain names in the traffic collected by
the home router.

D. Extracting Spatial Information of IoT Device Event

For each device event ei, we can efficiently extract the spatial
information about whether it is triggered locally or remotely,
as described in Algorithm 1. We first examine the device
event name to check whether it contains keywords in the
set H which includes names of the low-energy wireless
communication protocols such as Zigbee, Bluetooth, and Z-
Wave. Due to the limited wireless communication range of
these protocols, when we observe the above keywords, we
can claim that such device event is triggered by the controlling
device that is close to the home and label the location of ei
as ‘inherently local’.

Algorithm 1: IoTDuet(ei, P,H,D)
Input: An IoT device event ei, network packets of all

devices connected to the home network
P = {p1, p2, . . . , pr}, a set H of device event names
that are inherently local, a set D of the domain name
controlling device communicate with when triggers ei

Output: Spatial attribute of ei
1 ei.location← ‘remote’;
2 if ei.name ∈ H then
3 ei.location← ‘inherently local’;

4 else
5 start← argmin

j
(pj .t, pj .t > ei.time− δ);

6 end← argmax
j

(pj .t, pj .t < ei.time+ δ);

7 for j := start to end do
8 if pj .domainName ∈ D then
9 ei.location← ‘local’;

10 output ei.location.

We then check the device event name to verify if the device
event can only be triggered by a person or an object that is
physically close to the device. In our smart home environment,



these device events include motion detection events of all
camera and doorbell devices, ringing event of all doorbells,
and manual locking or unlocking and autolocking events of
all lock devices. These device names are also included in the
set H and when observing these device events, we label the
location of ei as ‘inherently local’.

If ei.name /∈ H and ei is extracted from the IoT device’s
network traffic with timestamp ei.time, we further check the
network packets P of all devices connected to the home
network. When we observe the packet sent to the host of
the domain name in set D which contains domain names
that the controlling device will communicate with for sending
the command messages or data during the time period of
[ei.time − δ, ei.time + δ], we claim that the device event
ei is triggered by a controlling device in the home network
and label the spatial attribute of ei as ‘local’. In our envi-
ronment, we set δ = 5s to cope with network latency while
minimizing interference. Otherwise, if only the device event
ei is extracted from the IoT device’s network traffic and there
are no packets sent to the server with the domain name in
D during [ei.time − δ, ei.time + δ], then the device event
ei is considered to be triggered by a controlling device in a
different network. For most smartphones, tablets, and laptops,
they automatically connect to the home WiFi network when
in the communication range unless deliberately disconnected
by the user, which is a rare case. So in this condition, we will
label the location of ei as ‘remote’.

V. HOME SAFETY MONITORING

The spatial information about smart home IoT device events
is critical in smart home security. We explore home safety
monitoring applications of detecting abnormal device events
and home entrance monitoring.

A. Abnormal Device Event Detection

The spatial information about where a device event is triggered
helps us gain a deeper understanding of the device events that
happen at a smart home. Thus we can apply this information
for detecting if a device event is abnormal or not. We assume
that when we observe the network traffic of a controlling
device connected to the home network, the device events
observed during this time period should be triggered locally.
On the contrary, a device event that is triggered remotely
during this time should be labeled as anomalies and reported
to the smart home users because there is a high possibility that
this device event is triggered by attackers who compromised
the device remotely.

Algorithm 2 describes how we identify the list of abnormal
device events Le in sequence E. If we observe a device
event ei at time ei.time triggered by a controlling device
that is connected to the home network, and by observing
the network traffic in the smart home collected at the home
router, we can notice that the controlling device is connected
to the home network until t′. In this case, we will check
the spatial information of all device events ei+1, ei+2 . . . , eu
where eu.time ≤ t′ and eu+1.time > t′ extracted using

IoTDuet as described in Algorithm 2. If we observe a device
event ej which is triggered by remotely, we will flag it as
‘potentially abnormal’ and include it in the output list Le.

Algorithm 2: AbnormalEventsExtract(E, P , IoTDuet)
Input: Device event sequence E = (e1, e2, . . . , em),

network packets of all devices connected to the home
network P

Output: A list Le of all potential abnormal device events
Le = {ea1 , ea2 , . . . , ear}

1 Le ← ∅;
2 for i := 0 to m do
3 if IoTDuet(ei, P,H,D) == ‘local’ then
4 check P for t′ of time that the controlling device

disconnect the home network;
5 for j := i+ 1 to m do
6 if ej .time < t′ then
7 if IoTDuet(ej , P,H,D) == ‘remote’ then
8 Le.insert(ej);

9 else
10 i← j + 1; break;

11 output List Le.

B. Home Entrance Monitoring

The extracted spatial information of smart home device events
can help us better profile the entrance activities in a smart
home. In this work, we aim to comprehensively monitor all
possible home entrance activities as it is critical to the physical
safety and privacy of the smart home residents. We first
identify all possible entrance points in the smart home. For
each entrance point, we enumerate all possible home entrance
activities and build up signatures of them which consist of
sequences of device events using the techniques proposed
by IoTMosaic [35]. The key difference is that we embedded
the spatial information into the signatures of home entrance
activities, which means two occurrences of a device event
with the same name but different spatial attributes will be
treated differently when building up signatures for the entrance
activities, unlike IoTMosaic [35].

We also comprehensively consider all kinds of entrance
activities at different entrance points which not only include
the common ones listed in IoTMosaic [35], but also activities
that rarely happen or are potentially ‘abnormal’. Based on
whether an entrance activity is common for the normal user,
we build up a set N consisting of potentially abnormal
entrance activities which are seldom triggered by legitimate
users. We also build a set T consisting of time-dependent
activities which are considered to be abnormal during the
specific time period, i.e., midnight time M .

By applying the k≤appxMatch algorithm on the device
events E, we can extract all home entrance activities A =
(A1, A2, . . . , An) by ordering them based on the timestamp
of the first device event in each sequence that is matched
to the signature of a home entrance activity. Each extracted
home entrance activity Ai has two attributes, activity name
Ai.name and its timestamp Ai.time. Utilizing spatial and



temporal information of each device event, we can identify
a list of abnormal home entrance activities La which should
be reported to the smart home users using Algorithm 3. We
first check the name of each entrance activity Ai and add Ai

to La if Ai.name ∈ N . We then check the timestamp of Ai

and if Ai.name ∈ T and Ai.time ∈ M , we also include Ai

in La. In our experiment, we set M =[1:00am, 5:00am] when
the users in the smart home and the neighborhood are less
active.

Algorithm 3: EntranceActMon(A, N, T,M )
Input: Home entrance activity sequence

A = (A1, A2, . . . , An), a set of potentially abnormal
entrance activities N , a set of time-dependent
abnormal entrance activities T , midnight time period
M

Output: A list La of all potentially abnormal home entrance
activities La = {eg1 , eg2 , . . . , egq}

1 La ← ∅;
2 for i := 0 to n do
3 if Ai.name ∈ N then
4 La.insert(Ai);

5 else if Ai.name ∈ T and Ai.time ∈M then
6 La.insert(Ai);

7 output List La.

VI. EXPERIMENTAL EVALUATION

In this section, we first present the setup of our experimental
environment. Then we discuss our identified hostnames that
controllers communicate with for command and data transfer.
We then evaluate the performance of IoTDuet in extracting the
spatial information of each IoT device event. Subsequently, we
evaluate the frameworks of abnormal device event detection
and home entrance safety monitoring.

A. Experimental Setup

To systematically and extensively evaluate IoTDuet, we set up
a real-world smart home environment where 17 different types
of IoT devices are deployed as illustrated in Table I. All of
these IoT devices are ranked as popular based on Smart Home
DB [31]. For each of these IoT devices, we also identify the
different device events it supports and there are 53 different
IoT device events in total as listed in Table I.

We identified 3 entrance points in our smart home testbed
which are the window, the front door, and the back door. Fig. 5
demonstrates the layout of our smart home environment and
the deployment of the IoT devices at the 3 entrance points for
home entrance monitoring.

B. Domain Name Extraction of Cloud Servers

For each of the 53 IoT device events, we repeated it for
at least 10 times using all possible controlling devices. We
marked traffic types and remote cloud servers’ host names of
the device events that are ‘inherently local’ as ‘N/A’ in Table I.
The rest of the IoT device events can be triggered by different
kinds of controllers such as smartphones and tablets with the
mobile companion apps installed. Some of them can also be
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Fig. 5. The layout of our smart home testbed with 3 entrance points and
the deployment of IoT devices at the entrance points for home entrance
monitoring.

triggered using a web browser or the PC software provided
by the vendors. We tested on all of these controlling devices
to extract the domain names of the remote cloud servers that
the controlling commands of data are sent to.

To accurately identify domain names, we installed a MITM
root certificate on the controlling devices and deploy the
MITM proxy to collect and decrypt the network traffic sent
from it. For mobile applications employing the certificate
pinning technique, we patched them using Frida to bypass
the certificate pinning. We investigated the packets whose
payloads carry commands that are sent to the cloud servers
for triggering the corresponding device events or data re-
ceived from the cloud servers for device events such as video
streaming. Since all the TLS packets are already decrypted
using MITM, we identified the packets corresponding to the
command or data exchange by matching keywords in the
payloads such as ‘open’, ‘off’, and ‘lock’.

We identified domain names of the remote cloud servers for
each of the device events which involve the controlling device
and we found that the domain name is consistent in all 10 runs
in the experiments across all different controlling platforms.
The results are illustrated in Table I.

C. Performance Evaluation of IoTDuet

With the domain name of the cloud servers that controllers
communicate with, we further evaluated the performance of
IoTDuet in detecting whether an IoT device is triggered locally
or remotely. We collected the data over a 2-week period where
device events are triggered by both controllers connected to
the smart home network and by controllers in three different
remote places including the same city as the smart home
tested, a different city in US west coast, and a different city
in US east coast respectively. For each of the triggered device
event, we recorded its name and labeled the timestamp.

Fig. 6 illustrates the extracted device events by mapping
them to a 24-hour time window. The blue points indicate
the device events triggered locally the red points indicate the
device events triggered remotely. We notice that IoTDuet can
accurately and efficiently determine where a device event is
triggered by analyzing the smart home network traffic.



TABLE I
THE DOMAIN NAMES OF THE CLOUD SERVER WHICH THE CONTROLLING DEVICE OF DIFFERENT PLATFORMS COMMUNICATES WITH FOR COMMAND

AND DATA EXCHANGE OF 17 IOT DEVICES WITH 53 DIFFERENT IOT DEVICE EVENTS.

Type Device Name Device Event (Abbreviation) Controlling Platform Traffic Type Cloud Server’s Domain Name

bulb

Philips Hue on or off (PHonoff ) Smartphone, Tablet command api2.amplitude.com
brightness (PHbr) Smartphone, Tablet command api2.amplitude.com

Sengled SmartLED
on (SSon) Smartphone, Tablet command *.cloud.sengled.com
off (SSoff ) Smartphone, Tablet command *.cloud.sengled.com
brightness (SSbr) Smartphone, Tablet command *.cloud.sengled.com

TP-Link Bulb

on (TBon) Smartphone, Tablet command api.tplinkra.com
off (TBoff ) Smartphone, Tablet command api.tplinkra.com
color (TBcl) Smartphone, Tablet command api.tplinkra.com
brightness (TBbr) Smartphone, Tablet command api.tplinkra.com

camera

Amcrest ProHD stream on (APon) Smartphone, Tablet, Web command *.compute.amazonaws.com

Arlo - Q Indoor

stream on (AQon) Smartphone, Tablet, Web command myapi.arlo.com
stream off (AQoff ) Smartphone, Tablet, Web command myapi.Arlo.com
streaming (AQstr) Smartphone, Tablet, Web data arlo*.*.amazonaws.com
motion detection (AQmot) inherently local N/A N/A

Arlo Ultra

stream on (AUon) Smartphone, Tablet, Web command myapi.arlo.com
stream off (AUoff ) Smartphone, Tablet, Web command myapi.arlo.com
streaming (AUstr) Smartphone, Tablet, Web data arlo*.*.amazonaws.com
motion detection (AUmot) inherently local N/A N/A

Blink XT2

stream on (BXon) Smartphone, Tablet command *.immedia-semi.com
stream off (BXoff ) Smartphone, Tablet command *.immedia-semi.com
streaming (BXstr) Smartphone, Tablet data *.compute.amazonaws.com
motion detection (BXmot) inherently local N/A N/A

Reolink Camera

stream on (RCon) Smartphone, Tablet, Web, PC command apis.reolink.com
stream off (RCoff ) Smartphone, Tablet, Web, PC command apis.reolink.com
streaming (RCstr) Smartphone, Tablet, Web, PC data direct
motion detection (RCmot) inherently local N/A N/A

Yi Camera

stream on (Y Con) Smartphone, Tablet command gw-us.xiaoyi.com
stream off (Y Coff ) Smartphone, Tablet command gw-us.xiaoyi.com
streaming (Y Cstr) Smartphone, Tablet data *.aliyun.com
motion detection (Y Cmot) inherently local N/A N/A

doorbell

August Doorbell Cam Pro

stream on (ADon) Smartphone, Tablet command api-production.august.com
stream off (ADoff ) Smartphone, Tablet command api-production.august.com
streaming (ADstr) Smartphone, Tablet data *.compute.amazonaws.com
ringing (ADring) inherently local N/A N/A
motion detection (ADmot) inherently local N/A N/A

Ring VideoDoorbell

stream on (RDon) Smartphone, Tablet, Web command clientapigw.ring.com
stream off (RDoff ) Smartphone, Tablet, Web command clientapigw.ring.com
streaming (RDstr) Smartphone, Tablet, Web data *.compute.amazonaws.com
ringing (RDring) inherently local N/A N/A
motion detection (RDmot) inherently local N/A N/A

lock

August Lock Pro

WiFi (un)locking (ALwlk) Smartphone, Tablet command api-production.august.com
Bluetooth (un)locking (ALblk) inherently local N/A N/A
autolocking (ALalk) inherently local N/A N/A
manual (un)locking (ALmlk) inherently local N/A N/A

Schlage WiFi Deadbolt
WiFi (un)locking (SDwlk) Smartphone, Tablet command api2.branch.io
autolocking (SDalk) inherently local N/A N/A
manual (un)lock (SDmlk) inherently local N/A N/A

plug

Amazon Smart Plug on (APon) Smartphone, Tablet command api.amazon.com
off (APoff ) Smartphone, Tablet command api.amazon.com

Gosund WiFi Smart Socket on or off (GSonoff ) Smartphone, Tablet command device-provisioning.googleapis.com

TP-Link Plug on (TPon) Smartphone, Tablet command api.tplinkra.com
off (TPoff ) Smartphone, Tablet command api.tplinkra.com

WeMo Plug on or off (WPonoff ) Smartphone, Tablet command appapis.xwemo.com

6:00am 10:00am 2:00pm 6:00pm 10:00pm 2:00am 6:00am

Philips Hue
Sengled SmartLED

TP-Link Bulb
Amcrest ProHD

Alro Q
Alru Ultra
Blink XT2
Reolink

Yi Camera

August Doorbell
Ring Doorbell
August Lock

Schlage Deadbolt
Amazon Plug
Gosund Plug
TP-Link Plug
WeMo Plug

Fig. 6. Device events triggered by the controller locally and remotely over
the 2 weeks that mapped to a 24-hour window. The blue points indicate the
device events triggered locally while the red points indicate the device events
triggered remotely.

D. Performance Evaluation of Home Safety Monitoring

The spatial information of device events extracted by IoTDuet
enables us to detect potential anomalies that are critical to the
safety of smart home users. We systematically evaluated the
performance of our proposed Algorithm 2 and Algorithm 3 in
detecting abnormal device events and home entrance activities
using the data collected in our real-world smart home testbed.

1) Abnormal Device Event Detection: We detect the ab-
normal device events using the spatial information of each
device event extracted with IoTDuet by setting alarms to the
device events that are triggered remotely while the controlling
devices are connected locally to the home network. To evaluate
the performance of Algorithm 2 on extracting abnormal device
events, we trigger each device event normally while syntheti-
cally injecting device events that are triggered remotely when
the controlling device is connected to the home network.



TABLE II
HOME ENTRANCE ACTIVITIES WITH LABELS AND THEIR CORRESPONDING DEVICE EVENT SEQUENCE SIGNATURES.

Entrance Point Entrance Activity Device Event Sequence Label

Window

A person or an object outside the house passes by the window AUmot time-dependent
A person opens the window from the inside KMmot, SCopen potentially normal
A person closes the window from the inside KMmot, SCclose potentially normal
A person opens the window from the outside AUmot, SCopen potentially abnormal
A person closes the window from the outside AUmot, SCclose potentially abnormal
A person breaks into the house through the closed window

AUmot, SCopen, KMmot potentially abnormalfrom outside and leaves the window open
A person breaks into the house through the closed window

AUmot, SCopen, KMmot, SCclose potentially abnormalfrom outside and closes the window
A person breaks into the house through the opened window

AUmot, KMmot potentially abnormalfrom outside and leaves the window open
A person breaks into the house through the opened window

AUmot, KMmot, SCclose potentially abnormalfrom outside and closes the window
A person breaks out the house through the closed window

KMmot, SCopen, AUmot potentially abnormalfrom inside and leaves the window open
A person breaks out the house through the closed window

KMmot, SCopen, AUmot, SCclose potentially abnormalfrom inside and closes the window
A person breaks out the house through the opened window

KMmot, AUmot potentially abnormalfrom inside and leaves the window open
A person breaks out the house through the opened window

KMmot, AUmot, SCclose potentially abnormalfrom inside and closes the window

Back Door

A person enters the house through the back door by manually SDmlk, TC2open, RCmot, TC2close, potentially normalunlocking a locked door and locks the door manually SDmlk

A person enters the house through the back door by manually SDmlk, TC2open, RCmot, TC2close, potentially normalunlocking a locked door and locks the door via WiFi locally SDwlk.local
A person enters the house through the back door by manually SDmlk, TC2open, RCmot, TC2close, potentially abnormalunlocking a locked door and locks the door via WiFi remotely SDwlk.remote
A person enters the house through the back door by manually SDmlk, TC2open, RCmot, TC2close, potentially normalunlocking a locked door and leaves the door automatically locked SDalk

A person enters the house through the back door by manually
SDmlk, TC2open, RCmot potentially abnormalunlocking a locked door and leaves the door unlocked

A person enters the house through the back door by unlocking a SDwlk.local, TC2open, RCmot, potentially normallocked door via WiFi locally and locks the door manually TC2close, SDmlk

4 entrance activities by unlocking a locked back door via WiFi locally · · · · · ·with different ways of closing the backdoor are omitted due to page limit
A person enters the house through the back door by unlocking a SDwlk.remote, TC2open, RCmot, potentially abnormallocked door via WiFi remotely and locks the door manually TC2close, SDmlk

4 entrance activities by unlocking a locked back door via WiFi remotely · · · · · ·with different ways of closing the backdoor are omitted due to page limit
A person exits the house through the back door by unlocking a

RCmot, SDmlk, TC2open potentially abnormallocked door manually and leaves the door unlocked
14 exiting activities with different ways of opening · · · · · ·and closing the back door omitted due to page limit

Front Door

A person or an object outside the house passes by the front door RDmot time-dependent
A person outside the house rings the doorbell and then leaves RDmot, RDring time-dependent
A person outside the house rings the doorbell and gets inside RDmot, RDring, ALmlk, TC1open, potentially abnormalwith door unlocked manually and leaves the door opened AQmot

14 entrance activities by ringing the doorbell first with different · · · · · ·ways of opening and closing the front door omitted due to page limit
A person enters the house through the front door by manually RDmot, ALmlk, TC1open, AQmot, potentially normalunlocking a locked door and locks the door manually TC1close, ALmlk

14 entrance activities of a person with lock control with different · · · · · ·ways of opening and closing the front door omitted due to page limit
A person exits the house through the front door by unlocking a

AQmot, ALmlk, TC1open, RDmot potentially abnormallocked door manually and leaves the door unlocked
14 exiting activities of a person with lock control with different · · · · · ·ways of opening and closing the front door omitted due to page limit

11:00am 10:10am 11:20am 11:30am

Control Device Connection

Phillips Hue on

Blink XT2 stream on

Blink XT2 stream off

TP-Link Plug on

Fig. 7. An example of detected abnormal Blink XT2 stream on and off device
events which are triggered remotely (marked in red) when the controlling
device is connected to the home network.

Fig. 7 illustrates an example of detected abnormal Blink
XT2 stream on and off device events. These two device events
are triggered remotely and are marked in red in Fig. 7. We
also noticed Phillips Hue on event and TP-Link Plug on

event which are triggered locally and the controlling device
is connected to the home network during the time that Blink
XT2 stream on and off device events are triggered remotely.
So, we raise an alarm for these two device events to notify
the smart home user that the Blink XT2 may be compromised
for generating abnormal device events. Our evaluation on the
data collected at the smart home with synthetic abnormal data
shows that our framework can correctly identify abnormal
device events with suspicious spatial patterns which are trig-
gered remotely while the controlling device still connects to
the home network.

2) Home Entrance Monitoring: In our smart home testbed,
we identified 3 critical entrance points including the window,
front door, and back door. For each of the 3 entrance points,



we further enumerated all possible entrance activities in order
to comprehensively monitor the home entrance safety. Table II
lists all 90 home entrance activities that could happen at our
smart home. Different from IoTMosaic [35], which considers
only the common user activities, we study all kinds of home
entrance activities that could happen including intrusive activi-
ties and abnormal activities. For example, we not only consider
the opening window from the inside activity of normal users,
but also include the activity that a person breaks into the house
through the window from the outside, as listed in Table II.
In addition, we also take the spatial information of each
device event into consideration when identifying the entrance
activities and treat the device events with same name but
different spatial information as unique when building up the
signatures.

As shown in Table II, we categorize each entrance activity
as ‘potentially normal’, ‘potentially abnormal’, and ’time-
dependent’ based on whether the entrance activity is consid-
ered to be different from smart home users’ normal behaviors.
If an entrance activity is performed by legitimate users for
most of the time, we consider it as ‘potentially normal’. If an
entrance activity is intrusive or not common, we consider it
as ‘potentially abnormal’. If an entrance activity is suspicious
during a particular time period, i.e., midnight, we label it as
‘time-dependent’ because we need the timestamp information
of the activity to help us make the decision.

We applied the signature extraction and approximate match-
ing algorithms proposed by IoTMosaic [35] with k set as 0
on the dataset collected in our smart home testbed where each
home entrance activity was repeated for at least 10 times over
2 weeks. For each matched entrance activity, we first check if
its name corresponds to a ‘potentially abnormal’ activity and
then check the timestamp to see if it is ’time-dependent’ and it
happens during midnight following Algorithm 3. For both of
the above cases, we will mark the home entrance activity as a
potential anomaly and report it to the users. Our experiments
of applying Algorithm 3 on the dataset which contains all 90
different kinds of entrance activities confirm that our system
can effectively identify intrusive and abnormal home entrance
activities for home safety monitoring.

VII. RELATED WORK

The raising security and privacy threats of smart home IoT
devices have drawn great research attention [1, 4–8, 10, 17,
19, 22, 23, 25, 26, 37, 38]. Most of the existing work focuses
on either detecting abnormal flows of known attacks such as
port scanning and DoS attacks at the network traffic level [6,
22, 36] or applying the domain knowledge such as smart home
layout and IoT devices’ deployment location for anomaly
detection at the device event level with the assumption that the
event logs of all IoT devices are available [5, 7, 8, 10]. Some
researchers have been working on inferring the device event
information from the home network traffic by utilizing the
fact that IoT devices generate unique signatures when device
events are triggered [1, 32, 34]. However, little effort has been

devoted to extracting the controller spatial information from
the home network traffic.

IoTArgos [36] designs a multi-layer anomaly detection
framework which adopts a two-phase technique where both
supervised learning and unsupervised anomaly detection are
applied to detect known and unknown attacks at different
network layers. DÏoT [22] proposes a federated learning
model for detecting abnormal network traffic. Survey paper [6]
reviews the literature work in network traffic level anomaly
detection using machine learning. These solutions achieve high
accuracy and efficiency in detecting cyber attacks such as port
scanning, brute forcing credential, and DoS attacks, but fail to
work if the IoT devices have already been compromised by
attackers.

HAWatcher [10] is a semantics-aware anomaly detection
system for appified smart homes by generating and enforcing
hypothetical correlations based on semantic information. The
work in [7] identifies device event constraints in physical
channels. Peeves [5] verifies the validity of a device event
based on the state and sensory data of nearby IoT devices.
However, all of them rely on the strong assumption that the
complete device event logs or device state information are
always available.

Pingpong [32] proposes to extract the IoT device event
information from the home network traffic by matching the
unique packet-level signature of each device event using the
state transmission machine. IoTAthena [34] further identifies
the inter-packet time interval as an important feature in gener-
ating more accurate signatures and designs a time-sensitive
signature matching algorithm for device event extraction.
However, both of them do not further study the spatial attribute
of the extracted device events.

IoTDuet, to the best of our knowledge, is the first effort in
studying the spatial information of IoT device events from the
home network traffic. IoTDuet is able to determine whether a
device event is triggered locally and remotely by monitoring
the traffic of all devices connected to the home network. Such
spatial information is crucial for understanding the behavior
of the smart home ecosystem and home safety monitoring.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we propose a system named IoTDuet for extract-
ing spatial information of IoT device events about whether
they are triggered by controlling devices connected to the
home network. We explore the extracted spatial information
of each IoT device event for applications of abnormal de-
vice event detection and home entrance safety monitoring.
We extensively evaluated the performance of IoTDuet and
applications of home safety monitoring on a real-world smart
home testbed. We plan to implement our system in a large
number of smart homes and other IoT environments for spatial
information extraction and safety monitoring. Our future work
is centered on exploring more applications of utilizing the
spatial information of device events for protecting the security
and privacy of smart homes.
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